
GOVERNMENT OF INDIA
(Ministry of Home Affairsl

COMMUNICATION & IT DIRECTORATE
CENTRAI RESERVE POLICE FORCE

EAST BLOCK.T. SEC.I.. R.K. PURAM. NEW DELHI. 110066
(llmail:- Tele/In'ax:O1 l-26 109038)

I)ated, the une'2025No. I3.V 7 I 2o24-2s-C-(oSS)-Q

']'o

l. The I)sG: AR, IJSI.'', CISIT, IT]31), NSG, SSII and I']PR&I)
2. Director, I)CPW

Subject: Regarding QRs/TDs of "OSS lObject Storage Solutionl"

I am directed to refer on the subject mentioned above and to say that the

QRs/TDs of "OSS (Object Storage Solution)" has been approved by the DG CRPIr after

deliberation and recommended by CAPF's sub-group and experts from DCPW.

Encl:-As above

T.n
DIG (Communication)

Communication & IT Branch
Directorate General, C R P F

No. 13.v-7 I 2o24-2s-C-(oSS)-Q I)ated, the 1-',lune'2}25

Copy to:-

1. Mrs. Sugandhi, Technical I)irector, North block, MHA with request to upload the

QRs/TDs of "OSS (Object Storage Solutionf" on MI{A website (e-mail ID:
mpsugandhi@nic.in).

Encl:-As above

,Fan;tt
{HAtjinder Singh}

DIG lcffiunicationf
Communication & IT Branch
Directorate General, C R P F
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Solution should be provided with at leasl. Min 4 Nodes
(Number of Nodes defined bg User Department based on
Storage Capacity) or higher and Each Node/Controller should
have minimum dual Intel / AMD CPU each of 20 Cores or
more, 256GIl Memory or higher, 4 numbers of 10/25Gb SF'P+
net-work orts
Access protocols
e WS 53 API native protocol
o NIlSv3 and NI.'Sv4 file connector with IPV6 support
. SMII 2.Ol3.O file connector with II)V6 support
o CI)MI RIJST
. Local I-inux host frle system access to ltlNc/Global Names

Spacc (GNS) storage services
. lfully parallel and POSX compliant file system
o 53 connector with KMIP for KMS and 53 otas
S3 API
. Supports the standard 53 protocols and bucket commands

plus:
o Identity Access management (IAM)
o 53 connector with KMII) for KMS and 53 Quotas
O53o WOI?M
Object performance:
. Writes: up to 850 Ml3/sec on very large files (50 MB and

greater)
o lLeads: up to 1.3 G}3/sec on very large files

File performance:
o With NF'S conncctor, up to 90O Ml]/sec reads and writes on

vcry large files
o With SMII, up to 4OOMI3/sec reads and writes on very large

files
.llo throughput may be scaled independently of data

cgpacity by using optional external connector seruers
Should be ported on Industry Standard x86 servers and Shall
havc flexible OS support with I-inux distribution likc centOS,
Redhat etc. OIiM shall provide the commercialized Operating
systcm only & requircd OS SW along with overall solutions.

Offered Storage shall be supplied with Min 2OO TIJ
<Capacity>Tl) (l)efined bg User department) Useable Capacity
using maximum disks size of i8 TI3. I,lntirc capacity shall be
disl.ributed across at-least 4 number of nodes or more nodes.
Solution should be providcd \ rith minimum of F'our nodes or
highcr and should provide at least One Node and One l)isk
fault protection.

Offcred storage sha1l be scale-out and Shall have capability to
scalc out both performance and capacity independcntly. Thcre
shall be no separatc and dcdicated control node or mctadata
node in the cluster. In case, nodes are separate then vendor
shall provide Metadata I control nodcs in IIA using active f
aclivc approach.

Trial Directives

Verilication with OIJM
'lech brochure and
Console Software

'lesting with Con sole
Software

Testing with Consolc
Software

Verilication with OI.IM
'lech brochure and
Console Software

Verification with
'lech brochurc
Console Software

OIIIM
and

1.

Verification 'v\,"ith
'lech brochure
Console Software

Verification with
Tech brochure
Console Software

OI']M
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OIIIM
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tions
Availability, ReliabilitY Er DurabilitY:
The solution has to Provide a minimum of eight nines

durabilitY on a Single Site and shall have caPabilitY to Provide

eight nines on multiple Site Offered solution shall be

completelY redundan t ?nrl there shall be no single Point of

failure . Offered solution s}: all have file integritY checking when

the file and autonta detected. "

Shall have abilitY to mirc within the

same cluster

'l'herc shall be No size linnit for object or files which can bc

stored in the cluster. (lffered storage shall do automatrc

Itebalancing when addin g a new server ln the cluster. Offered

storage shall allow capac' t5r extensions done by adding disks

to existing servers (scale'uP ) or adding additional seruers to

the tem scale-ou
Any change in the conlnecting toPologY, like adding the

nodes, shall broadcast the change to few nodes instead of

broadcasting to all nodes in the cluster. Vendor shall provide

the documentarY Prclof that how inter routing mechanism 1s

t:eing done. Overall cltt ster shall providc the self-healing

processes to monitor an d automaticallY resolve comPonent

f ailures re- and rebalance as
Verification with

Data Protection:
Offerecl storage shall support both replication factor & '1.'ech brochure

O

o

Erasure coding.
vendor shall choose the protection mcthod as Per their

slzlng and solution however entire cluster shall be sized in

such a way that it ca:e sustain 2 node failures.

offered software defined storage shall have capability to
provid.e the rack awilre resiliency and shall be caPable to

do independ.en t objer:t Placemen t across racks.

Offered software defined storage shall be able to exPand

the given cluster across locations using both RePlication

factor and Erasure c,;cling technique
I,'or better perfol'mance , Storage solution shall

automaticallY use }tt:Plication factor approach for all files

I objects less than 60KI3 in size 'lhis shall be adjustable,

if required.
offerecl storage shall support both Synchronous as well as

OI'M
and

Console Software

Verification with OI'M
'lech brochure and
Console Software

o

a

o

SecuritY
o Shall

and ComPliartce:
be complied ir.dustry standard security compliance

for storage category-
.offeredstorage-shal.lensurethatDatamustbetamper-

. lir.""t.ngured offered storage shall provide woRM like

capability.
. Data must be kept for a specified period which means

offered storage shall provide retention mechanism'
. Offered storage shall have capability to migrate the data to

an alternative medizt.
. AuditingcaPabilities'
. REST APls for monitoring & management'
.offeredstorageshallsupportrolel]asedAccessControl
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Tech brochure and
Console Software

Verification with OlrM
10

Verification with
'lech brochure and
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Connectivity File Interfaces:
. Capability to write simultaneously to the sarne folder from

different file connectors (folder scale out).
o Seamless load balancing and failover among the file

connectors.
. Irederated Access "Single Sign On" to 53 Connector.
o Compatible with LI)AP, Active Directory and Kerberos.
. Volume protection feature (can't modiff/delete files once

written to the volume).
o Quota for lilc.
o Supports mixed environment Windows & Linux.
o [3ui1t in load balancing

Cluster Inter-connect Switch
. Rack mountable.
o 24 port I l10l25 Gb SIrP28 and 4-port40l100 Gb QSIIP2S

scalablc up to a total of 48-port I I 10 125 Gb SF'P28 and 8-
port 40 I 1O0 Gb QSI.'P28.

o l-port Console/Serial with cable, l-port USI3, and l-port
OOII lcb Itlthernet Management

. DuaI redundant AC IIot swap power supplies
o Quad redundant hot swap fans
. Minimum 8GI3 System Memory (RAM), and Minimum

32GI3 l.'lash/SSl)
. Minimum l6MIl system buffer
. Maximum 50ons latency
o 4 Tbps switching capacity

Specifications Trial Directives
Data Management:
. It shall be possible to tag and search 53 Metadata.
. Lifecycle Management - It shall be possible to

automatically transition and expiration of data based on
criteria.

. it shall be possible to asynchronously replicate bucket to
sevcral Cloud targets

. Offered storage shall support multi-tenancy and data
isolation.

. All Irile interface shall share a common namespace so that
cross-protocol access ca-n be achieved.

. 'lhere shall be NFS to 53 compatibility so that write in NFS
and Read in 53 or vis-A-vis shall be possible."

Verification with OlrM
'lech brochure and
Console Software

Connectivity Object Storage Interfaces :

. 53 llucket Versioning

. 53 Object Lock
o Trer.nsparent l3ucket-Level At-RItrST lincryption
. 53 Stretched deployments for 2 & 3-sites support
. 53 CRR- Cross Region Replication for asynchronous

replication support
. 53 Console: GUI Web intcrface to manage accounts, users,

policy and monitor usage.
o 53 lJrowser: GUI Web interface to create buckets and

upload objects. Quota for 53.

Verification with OtrM
'lech brochure and
management Software

Verification with OIIM
'lech brochure and
Console Software

Verification with OI,IM
'lech brochure and
Console Software
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2.97 I3pPs

Minimum
aggregate
be flexible

forwarding/ Proce ssing capacttY

256K system forwarcling entries table in
of MAC tabl,:, Routing Table, and AcL. Should

to share as per different workload deployment

requirements.
o IPv6 ready with du'il-stack IPv4 and IPv6 protocol

operation readiness from daY- 1

o Dual software images'rith clear isolation

o Container deployment ready switch for deploying

container-based rrLanagement and/or analytic

applications
r QoS classification, QrlS Rewrite, Queuing& Scheduling'

RED/WRED, ECN, ACL, PFC

o8O2.3xflowcontrol,802'1Qbb,8}2'lQaz'DCBx'
Application TLV, 802' lab

. RoCE/iWARP readY from daY-1

o cut-through as well as store-and-forward performance

architecture
r Modular switch OS

o Jumbo frames sizes of up to 9K bytes

o VXLAN ready from day.1, VxLAN BVPN' VxLAN llardware

VTEP
oNetworkintegration'withVMwareorothervirtualization

software solution
. Open stack integraticn readY

o Virtual routing and fr>rwarding functions (vRFs), uP to 64

VRF instances
r OpenFlow 1.3 or equivalent with support for at least 3 SDN

controllers. should s rpport hybrid mode 1

IEEtr 1588 P['P

Automatic fabric configuration using tools such as

Ansible, StaltStack, ',n'L) or equivalent

BO2. 1Q VLAN, Voice VL,AN, QinQ, concurrerlt 4K VLANs

RSTP, MSTP, RPVS]" BPDU Filtcr & GUArd, I'OOP GUArd'

Root Guard
VRRP, LAG, MLAG, l,AcP. Multi-active Gateway (MAGP)

Interface & Port isolettion, LLDP,

IGMP v3, IGMP snooping, PIM-SM and PIM-SSM

Static Route, OSPF, I3GP, BtrD, ECMP (64-way)

RADIUS, TACACS+ {b I.,DAP

FIps L4o-z system security & NIST 800-181A compliance

Access Control I-,ists (ACLs L2-L4 & user defined) , 802'lx
Port Elased Networ K Access control

CoPP, Port Isolation
Multiple configuration files to be stored to a flash/ SSD

storage, ZIP
sFlow (RFC 3L76) ltfquivalent, JSON, CLI, WER- IGUI,

SSH, Telnet
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